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Part 1

Past work



Background

• Undergrad + grad school at Federal University of Goias (UFG)


• Somehow, iNSPIRE calls it Goias University...
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Institute of Physics



Background

• Undergrad 


• Senior thesis on neutral hyperon semileptonic decays


• Master's


• Cosmic ray MC using CORSIKA


• Wrote a CORSIKA binary to ROOT converter


• Deployed CORSIKA in our small CPU cluster at UFG


• Thesis:


• Simulation of atmospheric temperature effects on cosmic ray muons
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MINOS/MINOS+

• Started on MINOS in 2011 (I guess I'm old...)


• Main service: Remote Operation Centers


• Get MINOS ROC scripts up and running


• Write documentation


• Create certification procedures and hand-on/hand-off rules for shifters


• Allegedly, all neutrino experiment certifications are based on MINOS
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MINOS/MINOS+

• Our ROC was the first certified MINOS ROC in the World
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July 2013



MINOS/MINOS+

• I set up the MINOS ROCW... we were the first to go live 


• Around that time, I became liaison for all ROCs, including ROCW
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October 3, 2014



MINOS/MINOS+

• Highly involved on 2 analyses
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PHYSICAL REVIEW D 91, 112006 (2015)


Observation of seasonal variation of atmospheric multiple-muon events

in the MINOS Near and Far Detectors

PHYSICAL REVIEW D 93, 052017 (2016)


Measurement of the multiple-muon charge ratio in the MINOS Far Detector



• Cosmic ray primaries are mostly protons (+1), therefore





• Knowing R helps


• Predicting the atmospheric    rate


• Tuning models

R ≡
Nμ+

Nμ−
> 1

ν/ν

MINOS/MINOS+
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PHYSICAL REVIEW D 93, 052017 (2016)


Measurement of the multiple-muon charge ratio in the MINOS Far Detector



MINOS/MINOS+
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PHYSICAL REVIEW D 91, 112006 (2015)


Observation of seasonal variation of atmospheric multiple-muon events

in the MINOS Near and Far Detectors

https://www.fnal.gov/pub/today/archive/archive_2015/today15-05-15.html

Single-muons

Low E

Multiple-muons

High E



MINOS/MINOS+
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PHYSICAL REVIEW D 91, 112006 (2015)


Observation of seasonal variation of atmospheric multiple-muon events

in the MINOS Near and Far Detectors

shows the track separation ΔS. The multiple-muon data are
grouped into three bins of roughly equal statistics with
track separations from 0.6–4.5 m (FD region A), 4.5–8.0 m
(FD region B) and greater than 8 m (FD region C). Region
A most closely resembles the distribution in the ND.
Figure 4 presents the multiple-muon rate in the MINOS

FD as a function of time for differing track separations.
The FD multiple-muon data set with the largest track
separation, > 8 m, modulates with a summer maximum
(t0 ¼ 184.8" 6.5 days); this phase is consistent with that
observed in the FD single-muon sample, and the ampli-
tude is larger. On the other hand, the FD multiple-muon
data set with the smallest track separations modulates with

a winter maximum (t0 ¼ 27.6" 8.9 days); this phase
differs by a half year from the variation seen with single
muons. The FD midrange track-separation multiple-muon
data set has a small amplitude and is consistent with an
admixture of the other two phases.
In Fig. 5, the data for regions A and C have been binned

by calendar month, with each point showing the average
rate over all years of data taking.

B. Modulations in the Near Detector

The ND multiple-muon data, shown in Fig. 6, and the
single-muon data (shown in Ref. [14]) were fit to Eq. (2)
using one month time interval bins. The multiple-muon
event rate data show a clear modulation signature.
However, unlike the single-muon rate which reaches its
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FIG. 5. The multiple-muon rate in the FD for events with ΔS
range A from 0.6 to 4.5 m (top graph) and for events with ΔS
range C larger than 8 m (bottom) binned according to calendar
month. The top figure shows a winter maximum. The bottom
figure shows a summer maximum.
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FIG. 6. The multiple-muon rate in the ND as a function of time.
Each data point corresponds to one calendar month. A clear
modulation in the data is observed with the maximum occurring
towards the start of the year. The vertical lines are year
boundaries.
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FIG. 7 (color online). The top figure is the multiple-muon rate
in the ND, binned according to calendar month, which each point
showing the average rate for all years of data taking. The figure
also shows a cosine fit to the data. The single-muon rate is shown
in the bottom figure, showing a clearly different seasonal
modulation.
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FIG. 5. The multiple-muon rate in the FD for events with ΔS
range A from 0.6 to 4.5 m (top graph) and for events with ΔS
range C larger than 8 m (bottom) binned according to calendar
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FIG. 6. The multiple-muon rate in the ND as a function of time.
Each data point corresponds to one calendar month. A clear
modulation in the data is observed with the maximum occurring
towards the start of the year. The vertical lines are year
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FIG. 7 (color online). The top figure is the multiple-muon rate
in the ND, binned according to calendar month, which each point
showing the average rate for all years of data taking. The figure
also shows a cosine fit to the data. The single-muon rate is shown
in the bottom figure, showing a clearly different seasonal
modulation.
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Don't know why

4 hypotheses


One is very likely to 
be the explanation
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NOvA (Ph.D.)
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PHYSICAL REVIEW D 99, 122004 (2019)


Observation of seasonal variation of atmospheric multiple-muon events

in the NOvA Near Detector



NOvA (Ph.D.)

• Lots of computing work, almost all single-handed:


• Reconstruction algorithm written almost from scratch


• Convert ECMWF (atmospheric temperature) GRIB data to ROOT


• Tweak CRY MC to produce multiple-muons


• MC validation, data production


• Analysis files, scripts, and macros
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PHYSICAL REVIEW D 99, 122004 (2019)


Observation of seasonal variation of atmospheric multiple-muon events

in the NOvA Near Detector



NOvA

• Computing services:


• More ROC work (now liaison of MINOS+ ROCs & NOvA ROC @ UFG)
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• Yes, we've got a bigger room!


• 2016: MINOS+ shifts were over


• Active ROCS: 


• NOvA & LArIAT



• Computing services:


• Add CORSIKA to NOvASoft (later on to LArSoft)
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CRY matched 
"well" if ×1.2

Except neutrons

(low flux)

CORSIKA showed 
good results



Part 2

Current work
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DOE Exascale Computing Project 

18 5

Relevant US DOE Pre-Exascale and Exascale Systems for ECP

The US DOE Exascale Computing Project (ECP) Perspective for the HEP Community

A Coordinated Ecosystem for HL-LHC Computing R&D. Washington D.C. 2019.

indico.cern.ch/event/834880/

http://indico.cern.ch/event/834880/


Oak Ridge Leadership Computing Facility

19

IBM Power9

NVIDIA Volta

200 PF                               95% from GPU

AMD EPYC

AMD Instinct 250X

> 1.5 EF

For more, visit www.olcf.ornl.gov

AMD Opteron

NVIDIA Kepler

27 PF                                 35% from GPU

2012 2018 2022

ExascalePetascale

Titan Summit Frontier

https://www.olcf.ornl.gov


ExaSMR / Shift

• ExaSMR: Coupled MC Neutronics and Fluid Flow Simulation of SMRs


• Shift – GPU MC radiation transport code

20
Annals of Nuclear Energy, vol. 128, pp. 236-247 (2019)

Pandya et al. (2016). Fig. 12 shows the weak scaling behavior of the
two different Shift solvers on the depleted SMR problem on Sum-
mit. Owing to constraints on execution time for a given problem,
and the higher performance of the GPU solver, the CPU solver
was executed with 6! 105 particle histories per compute node
per cycle, and the GPU solver was executed with 6! 106 (106 per
GPU). The maximum node count of 1024 nodes represents slightly
more than 20% of the total number of nodes that will be present on
the final Summit machine, and it was the maximum number of
nodes that could be requested for a single job during the early
access period for Summit. The scalability of both solvers was excel-
lent, with a parallel scaling efficiency at 1024 nodes of approxi-
mately 93% in both cases. This scaling behavior provides
confidence that Shift will be able to effectively use the full Summit
machine once it becomes available.

6. Conclusion

This paper describes the implementation of an MC GPU neutron
transport solver in the Shift package using the NVIDIA CUDA pro-
gramming language. This implementation provides the full
continuous-energy physics capabilities of the Shift CPU solver
and is the first study to offer comparisons between a CPU and
GPU solver of equivalent capabilities. Verification of the GPU
implementation against the Shift CPU solver is performed, demon-
strating that statistically identical results are produced.

Drawing on previous work in the literature for multigroup and
continuous-energy radiation transport on GPUs, we describe sev-
eral possible algorithmic choices, including both history-based

and event-based approaches. Unlike recent studies concerning
multigroup MC on GPUs, the current results indicate that the
event-based approach outperforms the history-based algorithm
by a large margin. We demonstrate that a leading cause for this
behavior is that the increased complexity of continuous-energy
physics requires a large number of GPU registers, limiting the occu-
pancy and corresponding latency-hiding capabilities of the GPU.
The event-based approach facilitates smaller, focused kernels with
lower register usage, leading to higher occupancy and correspond-
ing improved performance. Additional algorithmic improvements
aimed at reducing thread divergence show some benefits, but they
are ultimately much less a concern than the occupancy
considerations.

Performance results are provided for both fresh fuel and
depleted fuel configurations of an SMR core across a range of
GPU architectures. There is a clear trend that recent improvements
in GPU performance are outpacing corresponding CPU gains
(which have mostly come through increasing core count). A single
NVIDIA P100 GPU with 56 SMs provides performance equivalent to
75 CPU cores on the fresh fuel configuration and 90 CPU cores on
the depleted fuel problem. The newest NVIDIA V100 GPU with
80 SMs provides the equivalent performance of 100 CPU cores on
the fresh configuration and over 150 cores on the depleted
problem.

Table 7
Shift particle tracking rates on SMR depleted fuel benchmark problem on selected
computing architectures.

Machine Architecture Inactive cycle rate Active cycle rate
(!103 neutrons/s) (!103 neutrons/s)

Titan CPU (1! 16 core) 6.1 0.7
GPU (1! 14 SM) 5.7 2.3

Emmet CPU (2! 8 core) 9.8 1.9
GPU (4! 15 SM) 34.4 14.2

SummitDev CPU (2! 10 core) 14.0 2.9
GPU (4! 56 SM) 116.9 54.2

Summit CPU (2! 21y core) 31.7 6.6
GPU (6! 80 SM) 291.2 148.2

y 22-Core processor, one core reserved for system tasks.

Fig. 11. Evolution of CPU and GPU improvements on depleted SMR problem across computing platforms. Machine details can be found in Table 1.

Fig. 12. Weak scaling performance on depleted SMR problem for CPU and GPU
solvers on Summit.

246 S.P. Hamilton, T.M. Evans / Annals of Nuclear Energy 128 (2019) 236–247

~160× speedup

Total reaction rate in a

Small Modular Reactor (SMR) core

Nearly perfect parallel 
scaling efficiency on 

Summit



HEP computing challenges | LHC
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A Roadmap for HEP Software and Computing R&D for the 2020s

Comput Softw Big Sci 3, 7 (2019)

ATLAS HL-LHC Computing Conceptual Design Report. CERN-LHCC-2020-015/LHCC-G-178 (2020)


Run 4

Run 4
• Evt Gen: 20% 


• MC: 39%


• Reco: TBD
MC could take ~30% of 
the HL-LHC CPU time 

HL-LHC ATLAS



Opportunities
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HEP

NE HPC
Shift

Geant4



Opportunities
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HEP ∩ HPC


• Previous efforts 


• GeantV


• GeantX 


• Current efforts


• AdePT [github.com/apt-sim/AdePT]


• Opticks [EPJ 214, 02027 (2019)]

HEP

NE HPC
Shift

Geant4

https://github.com/apt-sim/AdePT


Opportunities
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Impact


• Summit (ORNL)


• 27,648 GPUs  4,423,680 CPUs


• WLCG (2017): 500,000 CPUs*

×160

HEP

NE HPC
Shift

Geant4

Adding LCFs to HEP will vastly expand its current 
computing capacity

* EPJ Web of Conferences 245, 07035 (2020)



• Core team


• ORNL	 Tom Evans, Seth Johnson, Stefano Tognini


• ANL	 Paul Romano, Amanda Lund


• FNAL	 Philippe Canal, Guilherme Lima, Soon Yung Jun


• BNL	 Vincent Pascuzzi

Celeritas

25

 github.com/celeritas-project

A GPU Monte Carlo detector simulation code for HEP

Will NOT replace Geant4, but could massively speed up HEP production runs

http://github.com/celeritas-project


Celeritas  |  Code architecture & challenges

• CPU vs. GPU programming

26
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Celeritas  |  Code architecture & challenges

• CPU vs. GPU programming
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Celeritas  |  Code architecture & challenges

• CPU vs. GPU programming
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• CPU vs. GPU programming

Celeritas  |  Code architecture & challenges

29 https://www.nvidia.com/content/PDF/fermi_white_papers/NVIDIA_Fermi_Compute_Architecture_Whitepaper.pdf

Streaming multiprocessor (SM)



Celeritas  |  Code architecture & challenges

• CPU vs. GPU programming

30

• Host and device memory are independent


• Host can read, but NOT edit data on device


• Host/device I/O is slow and non-trivial


• Device dynamic memory allocation is non-trivial


• Poor runtime polymorphism support


• Many libraries do not have a device-equivalent 
counterpart (e.g. std::string)

Host

Device	 GPU card

CPU DRAM Storage

I/O



Celeritas  |  Code architecture & challenges

• CPU vs. GPU programming
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• Host and device memory are independent


• Host can read, but NOT edit data on device


• Host/device I/O is slow and non-trivial


• Device dynamic memory allocation is non-trivial


• Poor runtime polymorphism support


• Many libraries do not have a device-equivalent 
counterpart (e.g. std::string)

Geant4 is fundamentally built on these

Host

Device	 GPU card

CPU DRAM Storage

I/O



• Started almost from scratch


• A LOT of development to do


• Geometry import & navigation; physics models; XS data; EM fields; I/O


• CPU and GPU compatible


• Reproducible


• Multiplatform (AMD, NVIDIA, Intel)


• Scalable

Celeritas  |  Code architecture & challenges
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Celeritas  |  Physics

33

Implemented Planned

Complete validations are still ongoing



Celeritas  |  Preliminary results
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• Single-element concentric cylinders of Si, Pb, C, Ti, and Fe


• Uses all implemented physics for e± and γ

• Spherical 
Cylindrical cow 
in a vacuum 
version of CMS

Isotropic source

100k photon primaries

1 GeV each

Vertex at the origin



Celeritas  |  Preliminary results
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• Geant4 scales linearly


• 30 cores ≈ 30× serial execution


• Single NVIDIA V100 ≈ 280 cores

Application Execution Speedup
Geant4 (v10.7) CPU (serial) 1
Celeritas CPU (serial) 1.4
Celeritas CPU (OpenMP) 40
Celeritas GPU 280

CPU	 Intel Xeon Gold 5218 @ 2.3 GHz

	 	 (Cascade Lake)

GPU	 NVIDIA V100 @ 1.53 GHz

	 	 (80 symmetric multiproc. 64 cores each

	 	 16 GB of memory)CUDA 11.5	 -O3 --use_fast_math


GCC 8.5	 	 -O3 -march=skylake-avx512 -mtune=skylake-avx512
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Celeritas HEP offline computing

Digitization Analysis
filesReconstructionEvent 

generator
Geant4 

Acceleritas Storage

Storage

Leadership Computing Facility    +    HEP offline computing

Analysis
filesReconstructionCeleritasEvent 

generator Integration Digitization

HEP-CCE
Acceleritas

Celeritas  |  Integration paths and challenges

• Acceleritas library provides a streamline integration with relatively small changes


• Cons:


• Considerably smaller performance impact


• Many (most?) offline HEP working nodes do not have dedicated GPU 
hardware
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Celeritas HEP offline computing

Digitization Analysis
filesReconstructionEvent 

generator
Geant4 

Acceleritas Storage

Storage

Leadership Computing Facility    +    HEP offline computing

Analysis
filesReconstructionCeleritasEvent 

generator Integration Digitization

HEP-CCE
Acceleritas

End-to-end

Celeritas  |  Integration paths and challenges

• End-to-end is envisioned after decay + hadronic physics are available


• Integration between LCFs and HEP-EX is a gray area still


• I/O bottlenecks; ROOT integration; what is processed where


• LCFs are mostly GPU (Summit is >95%); is local CPU post-processing worth it?


• Network transfers can become another bottleneck; ...



Lessons learned
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• HPC vs. HEP-Ex workflows are drastically different


• Mindset change: physics results  vs.  code performance & quality


• Lots of learning: CMake, C++, CUDA, HIP, GIT, CI, QA unit-tests...


• Lots of new jargons


• Networking goes both ways (you're an outsider; end up meeting new people)



Backup



HEP computing challenges

• Detector triggering and reconstruction


• Event generators


• Detector simulation


• Frameworks


• Data analysis


• Software dev. tools and packaging


• HEP Software Foundation [hepsoftwarefoundation.org]


• Snowmass [snowmass21.org]

40

our focus

https://hepsoftwarefoundation.org
https://snowmass21.org


HEP computing challenges | DUNE
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• Signal processing


• Noise filtering


• Triggering and data processing/compression (raw events: 6 GB – 115 PB)


• MC


• EM showers are a big bottleneck in LArTPCs


• Reconstruction [FERMILAB-CONF-20-074-SCD]


• Hit based (e.g. Pandora); Image based (CNNs); hybrid


• Well suited for AI/ML and GPUs



HEP computing challenges | LHC
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults

CMS

Run 4

• MC: 14%


• Reco:


• 42% (data)


• 65% (data 
+ MC)

• Reconstruction takes 65% of CPU time

• Sim takes 14% –– or 42% of what's left after reconstruction



Celeritas  |  Partnerships
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Collaborations

Geant4 AdePT
DOE 

funding

ECP

HEP

Targeted

experiments

ASCR CMS

ATLAS

DUNE

...

Leadership Computing Facilities

CeleritasCeleritas



Celeritas  |  Dependencies
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Celeritas project

Celeritas 
Library

Celeritas
I/O

Celeritas 
App

Geant4

ROOT

NL JSON

HepMC3

VecGeom

MPI

OpenMP

CUDA

Acceleritas

Geant 
Exporter

Kokkos

HIP

ADIOS

VisIt/
ParaView



• GPU vs. CPU programming

Celeritas  |  Code architecture & challenges

45 https://www.nvidia.com/content/PDF/fermi_white_papers/NVIDIA_Fermi_Compute_Architecture_Whitepaper.pdf



Celeritas  |  Geometry navigation
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• VecGeom


• ORANGE (Oak Ridge Adaptable Nested Geometry Engine)



Celeritas  |  Preliminary results

47


